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F orty-two researchers from South Korea, China, Australia, Canada, Belgium, France, 
Italy, and Norway were invited to discuss recent advances in sea ice modeling in order 
to situate future domestic research at the cutting edge of ongoing sea ice research in the 

international arena during a three-day (24–26 October 2023) workshop in Gwangmyeong, 
South Korea. Sea ice modeling is an emerging research topic in South Korea responding to 
1) an operational need to understand sea ice variability at daily to seasonal time scales to 
support field campaigns and facilitate access to polar infrastructure and 2) a scientific need 
to understand sea ice variability at seasonal to longer time scales in terms of cryospheric 
change and future projections. Presentations from 21 invited speakers set the stage for four 
discussion sessions that were centered around four overriding themes:

1)	 emerging model technologies;
2)	 the role of artificial intelligence (AI) in sea ice applications;
3)	 model/observation integration;
4)	 future research needs and opportunities.

Workshop highlights
Discussion around new model technologies examined further improvements needed to the 
continuum model that is the base of most large-scale sea ice models, including numerical 
developments (e.g., a more precise advection scheme), new developments called for by new 
observations (especially rheology, but also possibly optics or thermodynamics), and new 
interfaces to other components of the Earth system model (e.g., wave–ice interactions and 
landfast ice). Better integration between DEMs and continuum models was emphasized as an 
important area of development, and ongoing research is examining the potential for blending 
these models for forecasting purposes.

There have been substantial advances in data collection over the last decade, especially 
sea ice thickness in the Arctic, where we now have almost year-round observations. A lack 
of observations remains an issue in the Southern Ocean, especially underneath the winter 
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sea ice cover. Snow depth information has long been identified as lacking (e.g., Massom et al. 
2001), and new satellite missions will hopefully provide a breakthrough in retrieving snow 
depth estimates (Tonboe et al. 2021). While satellite observations have significantly contrib-
uted to our understanding of sea ice deformation in polar regions, there is a need for enhanced 
and focused observations in the Southern Ocean (e.g., Newman et al. 2019). Improving 
the representation of atmosphere–ice–ocean interactions is the key to increasing the skill 
of sea ice forecasts. Prioritizing observations of the atmospheric boundary layer, surface- 
energy balance, and ocean mixed layer temperature and salinity, especially under sea ice, 
can support this effort. Making better use of existing platforms, such as drift buoys, Argo, 
and tagging of marine mammals, would help to collect these priority observations.

Two outcomes stood out from other commentaries on advances in sea ice modeling: 1) the 
explosion of AI techniques that may occupy a notable part of the field in the future and 2) the 
volume of sea ice related research in South Korea that is not yet well connected nationally or 
to the wider international sea ice community.

Application of AI techniques to sea ice research and forecasting.  Only four years ago, 
at a sea ice modeling community meeting held in September 2019 in Laugarvtan, Iceland 
(Blockley et al. 2020), there was simply no mention of the use of AI in sea ice research. The 
development of machine learning (ML) techniques is progressing faster than previously sup-
posed by our community, and these methods show potential as tools across the different 
stages of the sea ice forecasting workflow. AI approaches could be used for data pre- and 
postprocessing in support of traditional numerical simulations, to replace subgrid-scale  
parameterizations, and to directly produce sea ice forecasts. The employment of AI to a 
broad range of sea ice applications was showcased and discussed at the workshop. These 
applications include the following:

•	 Using various types of convolution neural networks (including UNETs) for forecasting sea 
ice concentration (Y. J. Kim et al. 2020), thickness (Durand et al. 2023), and extent prob-
ability (Andersson et al. 2021). ENSO forecasting with AI was also discussed to showcase 
the suitability of data-driven techniques for prediction tasks (Ham et al. 2019).

•	 Correcting biases in atmospheric boundary conditions for sea ice models using machine 
learning algorithms (Zampieri et al. 2023).

•	 Correcting sea ice model biases with ML parameterizations trained on data assimilation 
increments (Gregory et al. 2023a,b).

•	 Tuning poorly constrained rheology pattern descriptors using a deep neural network to 
identify the parameters that produce realistic deformation patterns (Korosov et al. 2024).

•	 Combining machine learning techniques (image segmentation, object correlation analysis, 
and machine learning) to detect landfast sea ice over West Antarctica (M. Kim et al. 2020).

•	 ML-based lead detection for better sea ice thickness retrieval from remote sensing (Lee 
et al. 2016, 2018) and, more generally, for enhancing observations.

•	 Emulators to predict the sea ice dynamics (Hoffman et al. 2023) or to replace subgrid ther-
modynamic parameterizations (Driscoll et al. 2023).

The pros and cons of integrating AI tools with more traditional physics-based sea ice 
models were discussed. A major advantage of machine learning techniques is that they are 
computationally much less expensive than physics-based models. One potential is to use 
AI to overcome bottlenecks in the physical models. For example, solving the momentum 
equation is computationally expensive and using an emulator for rheology could make this 
cheaper (Finn et al. 2023). Similarly, AI could speed up parameterizations by training on 
the model itself. The use of AI techniques for developing new subgrid parameterizations 
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may also be beneficial, as it allows a more direct uptake of both in situ and remote sensing 
observations, reducing the empirical assumptions in our models and indicating a potential 
convergence between emerging neural network techniques and physical coupled models. 
Also, ML-based methods can provide a way to incorporate datasets into models. Finally, 
AI-based satellite emulators could bridge the gap between satellite-observed sea ice con-
centrations and the sea ice concentration defined in a model, an important difference that 
is rarely discussed.

However, it is important to note that while AI presents opportunities, there are also chal-
lenges and considerations to be addressed. The climate research community has already 
begun to assess the potential of AI for addressing climate change and its impacts (Cowls 
et al. 2021; Ham et al. 2023). Initiatives such as the NSF AI Institute for Research on Trust-
worthy AI in Weather, Climate, and Coastal Oceanography (AI2ES) are focusing on creating 
guidelines for the ethical and responsible use of AI in environmental science (McGovern 
et al. 2022). Haupt et al. (2021) highlighted the responsible and ethical use of AI in climate 
science to avoid misleading forecasters and users, the need for interpretability and trustwor-
thiness of AI algorithms, and the incorporation of physical knowledge of the atmosphere in 
AI techniques as crucial considerations for the effective implementation of AI in weather and 
climate applications. We discussed limitations related to training the ML algorithms, includ-
ing the fact that training is often on physics-based models and that training on observations 
inherits any defects in the products. These limitations suggest that although AI is going to 
assist, improve, and/or speed up many aspects of sea ice research workflows, it will not fully 
replace physics-based models. A final consideration is that although ML tools are extremely 
powerful and easy to use, these techniques have not been developed with sea ice applications 
in mind and must be adapted to our specific research questions. Fine-tuning these models 
is crucial; ensuring that the right (computer science) expertise is involved in future projects 
will be paramount to success.

Collaboration across geographies. A major aim of the workshop was to offer networking  
opportunities, especially to early career researchers in South Korea. We hoped to bring  
together Korean sea ice researchers, relate ongoing projects, and plan future work while 
drawing on expertise from the wider international sea ice community. One major achieve-
ment was to connect the variety of sea ice research taking place in institutes across South 
Korea, including observation programs in the Arctic and Antarctica, sea ice model devel-
opment, and implementations of AI techniques. However, a surprising outcome was that 
the workshop highlighted the research bubbles that exist across geographies. International 
participants noted that they were introduced to relevant research in the field they had been 
previously unaware of, particularly the wealth of ML research taking place in South Korea. 
Future workshops will aim to strengthen the links between research in Asian institutes and 
universities and look for ways to highlight these programs to the international community.

Conclusions and next steps
The workshop provided a valuable forum for fostering collaboration and sharing technical 
knowledge, and the participants conveyed their appreciation for the opportunity to exchange 
ideas and build relationships. Future iterations of this workshop should not overlap with 
other ongoing initiatives but instead could provide a hub for researchers working in an Asian/
Oceania time zone. A follow-up workshop is tentatively scheduled for fall 2025.

Acknowledgments. The conference was supported by the Korea Polar Research Institute’s K-NOW 
(Korea Network for Observation and prediction of ice sheet and sea level changes in a Warming world) 
project, supported by Korea Institute of Marine Science and Technology Promotion (KIMST) funded by 

Unauthenticated | Downloaded 11/28/24 06:40 AM UTC



A M E R I C A N  M E T E O R O L O G I C A L  S O C I E T Y M A R C H  2 0 2 4 E531

the Ministry of Oceans and Fisheries (RS-2023-00256677; PM24020). We acknowledge Dr. Eunjung 
Lee for verifying the accuracy of this summary. ADF was supported by the Australian Government as 
part of the Antarctic Science Collaboration Initiative Program.

Data availability statement. There are no data associated with this meeting summary.

References

Andersson, T. R., and Coauthors, 2021: Seasonal Arctic sea ice forecasting with 
probabilistic deep learning. Nat. Commun., 12, 5124, https://doi.org/10.1038/
s41467-021-25257-4.

Blockley, E., and Coauthors, 2020: The future of sea ice modeling: Where do we  
go from here? Bull. Amer. Meteor. Soc., 101, E1304–E1311, https://doi.org/ 
10.1175/BAMS-D-20-0073.1.

Cowls, J., A. Tsamados, M. Taddeo, and L. Floridi, 2021: The AI gambit—Leveraging 
artificial intelligence to combat climate change: Opportunities, challenges, 
and recommendations. SSRN, https://doi.org/10.2139/ssrn.3804983.

Driscoll, S., A. Carrassi, J. Brajard, L. Bertino, M. Bocquet, and E. Olason, 2023: 
Parameter sensitivity analysis of a sea ice melt pond parametrisation and its 
emulation using neural networks (version 1). arXiv, 2304.05407v1, https://
doi.org/10.48550/ARXIV.2304.05407.

Durand, C., T. S. Finn, A. Farchi, M. Bocquet, and E. Òlason, 2023: Data- 
driven surrogate modeling of high-resolution sea-ice thickness in the Arctic. 
EGUsphere, https://doi.org/10.5194/egusphere-2023-1384.

Finn, T. S., C. Durand, A. Farchi, M. Bocquet, Y. Chen, A. Carrassi, and V. Dansereau, 
2023: Deep learning subgrid-scale parametrisations for short-term forecast-
ing of sea-ice dynamics with a Maxwell elasto-brittle rheology. Cryosphere, 
17, 2965–2991, https://doi.org/10.5194/tc-17-2965-2023.

Gregory, W., M. Bushuk, A. Adcroft, Y. Zhang, and L. Zanna, 2023a: Deep  
learning of systematic sea ice model errors from data assimilation increments.  
J. Adv. Model. Earth Syst., 15, e2023MS003757, https://doi.org/10.1029/ 
2023MS003757.

——, ——, Y. Zhang, A. Adcroft, and L. Zanna, 2023b: Machine learning for online 
sea ice bias correction within global ice-ocean simulations (version 1). arXiv, 
2310.02488v1, https://doi.org/10.48550/ARXIV.2310.02488.

Ham, Y.-G., J.-H. Kim, and J.-J. Luo, 2019: Deep learning for multi-year ENSO fore-
casts. Nature, 573, 568–572, https://doi.org/10.1038/s41586-019-1559-7.

——, ——, S.-K. Min, D. Kim, T. Li, A. Timmermann, and M. F. Stuecker, 2023: 
Anthropogenic fingerprints in daily precipitation revealed by deep learning. 
Nature, 622, 301–307, https://doi.org/10.1038/s41586-023-06474-x.

Haupt, S. E., W. Chapman, S. V. Adams, C. Kirkwood, J. S. Hosking, N. H. Robinson, 
S. Lerch, and A. C. Subramanian, 2021: Towards implementing artificial intel-
ligence post-processing in weather and climate: Proposed actions from the 
Oxford 2019 workshop. Philos. Trans. Roy. Soc., A379, 20200091, https://doi.
org/10.1098/rsta.2020.0091.

Hoffman, L., M. R. Mazloff, S. T. Gille, D. Giglio, C. M. Bitz, P. Heimbach, and  
K. Matsuyoshi, 2023: Machine learning for daily forecasts of Arctic sea ice 
motion: An attribution assessment of model predictive skill. Artif. Intell. Earth 
Syst., 2 (4), 1–45, https://doi.org/10.1175/AIES-D-23-0004.1.

Kim, M., H.-C. Kim, J. Im, S. Lee, and H. Han, 2020: Object-based landfast sea ice 
detection over West Antarctica using time series ALOS PALSAR data. Remote 
Sens. Environ., 242, 111782, https://doi.org/10.1016/j.rse.2020.111782.

Kim, Y. J., H.-C. Kim, D. Han, S. Lee, and J. Im, 2020: Prediction of monthly Arctic 
sea ice concentrations using satellite and reanalysis data based on convolu-
tional neural networks. Cryosphere, 14, 1083–1104, https://doi.org/10.5194/
tc-14-1083-2020.

Korosov, A., Y. Ying, and E. Olason, 2024: Satellite sea ice drift observations for 
tuning a sea ice model parameters. Winter Satellite Workshop/Remote Sens-
ing Days, Dipoli, Finland, Aalto University, https://spaceworkshop.fi/.

Lee, S., J. Im, J. Kim, M. Kim, M. Shin, H. Kim, and L. J. Quackenbush, 2016:  
Arctic Sea ice thickness estimation from CryoSat-2 satellite data using machine  
learning-based lead detection. Remote Sens., 8, 698, https://doi.org/10.3390/
rs8090698.

——, H.-C. Kim, and J. Im, 2018: Arctic lead detection using a waveform mixture  
algorithm from CryoSat-2 data. Cryosphere, 12, 1665–1679, https://doi.org/ 
10.5194/tc-12-1665-2018.

Massom, A., and Coauthors, 2001: Snow on Antarctic sea ice. Rev. Geophys., 39, 
413–445, https://doi.org/10.1029/2000RG000085.

McGovern, A., and Coauthors, 2022: NSF AI Institute for Research on Trustworthy 
AI in Weather, Climate, and Coastal Oceanography (AI2ES). Bull. Amer. Meteor.  
Soc., 103, E1658–E1668, https://doi.org/10.1175/BAMS-D-21-0020.1.

Newman, L., and Coauthors, 2019: Delivering sustained, coordinated, and integrated  
observations of the Southern Ocean for global impact. Front. Mar. Sci., 6, 433, 
https://doi.org/10.3389/fmars.2019.00433.

Tonboe, R. T., V. Nandan, J. Yackel, S. Kern, L. T. Pedersen, and J. Stroeve, 2021: 
Simulated Ka- and Ku-band radar altimeter height and freeboard estimation  
on snow-covered Arctic sea ice. Cryosphere, 15, 1811–1822, https://doi.org/ 
10.5194/tc-15-1811-2021.

Zampieri, L., G. Arduini, M. Holland, S. P. E. Keeley, K. Mogensen, M. D. Shupe, and 
S. Tietsche, 2023: A machine learning correction model of the winter clear-sky 
temperature bias over the Arctic Sea ice in atmospheric reanalyses. Mon. Wea.  
Rev., 151, 1443–1458, https://doi.org/10.1175/MWR-D-22-0130.1.

Unauthenticated | Downloaded 11/28/24 06:40 AM UTC


